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thus the descriptive name: absorbing boundary conditions
(ABCs). These ABCs were originally constructed basedThe complementary operators method (COM) has been shown

to be an effective mesh terminator when solving open-region scat- on several principles such as the one-way wave equation,
tering and radiation problems. This study presents the theory of asymptotic expansion of the field, or on the pseudo-
COM and extends it to include general analytical absorbing bound- differential operator theory [1–8]. Aside from the per-
ary conditions (ABCs). The COM is applied to the finite difference

fectly absorbing boundary condition, which is character-time domain simulation of electromagnetic problems. The applica-
ized by nonlocality in space and time, and thus carriestion of COM to elastic and acoustic waves follows in a similar man-

ner. The numerical adaptations of COM to the discretized domain with it tremendous cost in implementation, particularly
is then discussed to show that careful numerical adaptation is in time-domain techniques [9, 10], most ABCs take the
needed to ensure full complementariness of the discretized equa- form of a single partial differential equation enforced attions. Numerical experiments will be presented to show the effec-

artificial boundaries. While the single-equation analyticaltiveness of COM in predicting accurate time-domain response as
ABC has shed considerable insight into the mechanismwell as critical frequency domain response. In particular, an experi-

ment is detailed that demonstrates how COM can be effective in by which waves can be annihilated or partially annihilated
treating evanescent fields which traditionally have been a major at the boundary, these ABCs have stopped short of
challenge for ABCs in general. Q 1997 Academic Press delivering a level of accuracy that is necessary in many

modern and advanced applications. It is important to
note here that even if these classical ABCs were enforced1. INTRODUCTION
at an artificial boundary which is far from the scattering
object, high level of accuracy still cannot be guaranteed.The past 10 years have witnessed a dramatic increase in
In fact, as will be discussed below, the increased spacethe use of finite methods to solve electromagnetic radiation
around the structure can increase the error in the solu-and scattering problems. In these techniques the space of
tion.the problem is mapped in a linear fashion to computer

It is perhaps premature at this time to speculate whethermemory; thus, minimizing this space can be of great advan-
the single analytical boundary condition has reached itstage not only in reducing the memory requirements for the
maximum potential. It is safe, however, to state that theproblem, but it also leads to shorter run time. Therefore,
trend in the pursuit of a more effective truncation schemeimposing the right boundary condition becomes, in addi-
has deviated from the use of a single analytical expression.tion to being a matter of necessity to ensure the complete
The numerical absorbing boundary condition (NABC) andmathematical description of the problem (well-posedness
the measured equation of invariance (MEI) [11–13] areand uniqueness), a matter of efficiency and practicality. In
techniques in which the ABC is expressed as an algebraiccontrast to the governing PDE equations where one can
equation whose coefficients are obtained from an auxiliarychoose between few well-defined formulations, open re-

gion problems offer the user a wide choice of boundary numerical solution. More recently, another highly effective
mesh truncation technique the Berenger’s perfectlyconditions that are not necessarily part of the intrinsic

description of the problem. matched layer (PML) was introduced [14]. The PML me-
dium can be alternatively obtained through a lossy aniso-Boundary conditions have a primary objective: to termi-

nate the computational mesh while maintaining a well- tropic mapping [15, 16] and can be described as a scheme
of annihilating outgoing waves in a gradual fashion throughposed, nontrivial, and stable solution. Since the boundary

conditions simulate the effect of free space, they are a series of layers of varying loss. De Moerloose et al. [17]
have shown that while the PML gives perfect matching forideally intended to absorb waves impinging upon the

boundary from the interior of the computational domain, traveling and evanescent waves, in numerical applications,
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performance of COM with emphasis on its potential for
accurate field prediction over wide dynamic range and a
wide frequency spectrum.

II. THEORY

Maxwell’s equations characterizing the solution of radia-
tion of electromagnetic waves in homogeneous media can
be stated as

= 3 E 5 2e
H
t

(1)

= 3 H 5 «
E
t

1 J, (2)

where E and H are the electric and magnetic fields in
space, and e and « are the permeability and permittivity
of the medium. The source of excitation is the current J.

When using finite methods to solve for the field in open
regions, the infinite domain of the solution has to be trun-
cated to a finite one by artificial boundaries that enclose
the source of radiation and the objects that interact with
it. On the artificial boundaries, an ABC is enforced to
guarantee the well-posedness of the problem. The ABC
is not expected to provide complete annihilation of the
outgoing waves, and consequently, an error will be intro-
duced in the solution. Since the performance of a particular
ABC depends on the location of the mesh-terminating
wall, we can arrive at a measure of the error caused by
the application of the ABC by expressing the total time-
harmonic field as a summation of outgoing and incoming
waves at the artificial boundary. Suppose we have a compu-
tational boundary at x 5 a and where the interior of theFIG. 1. Illustration of the cancellation of the odd-order reflections:

(a) From plane boundaries; (b) from corner regions. domain is the region on the left-hand side of the boundary.
We can express the field at any point to the left of the
boundary as

the layer has to be substantially thick to annihilate evanes-
U 5 e2jkxx2jkyy2jkzz1jgt 1 Rejkxx2jkyy2jkzz1jgt. (3)cent waves. Chen et al. [18] have shown that through some

adjustment of the PML parameters, evanescent waves can
Ideally we would like to have zero reflection from thebe effectively suppressed without affecting the annihilation

computational boundaries. Therefore, the spurious reflec-of the traveling waves. Pekel and Mittra [19] have found
tion that is caused by the imperfect absorption of the com-that for the PML to provide very high levels of suppression,
putational wall is given by the second term in (3)the boundary layer has to be increased to at least 16, which

results in substantial increase in computational cost.
Re jkxx2jkyy2jkzz1jgt. (4)In a recent letter, the complementary operators method

(COM) was introduced as a simple, flexible, and paralleli-
Next, we define a complementary ABC as that which ifzable technique for mesh truncation [20]. In this paper, we

applied to the same problem results in an error of similarpresent the theory of COM and provide a generalization
magnitude but opposite in phase to what was obtainedthat extends the method to general (non-Higdon type)
with the original ABC. Denoting the new solution as Uc,single-equation analytical ABCs. We then present the ap-
we haveplication of COM in the FDTD context and address the

significance of numerically correct adaptation of the analyt-
ical theory to the discretized domain. Finally, we study the Uc 5 e2jkxx2jkyy2jkzz1jgt 2 Re jkxx2jkyy2jkzz1jgt. (5)
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It follows that the reflections-free solution, or the numeri- The discussion above assumed a solution of Maxwell’s
equations in linear media (where the permeability andcally exact solution, denoted as Uexact will be the average

of the two solutions in (3) and (5): permittivity are independent of the fields). For nonlinear
media felling the entire computational space, COM is not
expected to be effective in general. However, for a nonlin-

Uexact 5
U 1 Uc

2
. (6)

ear medium which is finite and localized within the compu-
tational space, and, if the field of interest is at locations
which are at a distance from the nonlinear medium, COMUnfortunately, in practical applications, this ideal sce-

nario does not take place because of the presence of the can be effective. In such case, when the field impinges on
one of the terminal boundaries, the localized nonlinearradiating structure, the finiteness of the terminating wall

and the remaining mesh-terminating boundaries. All these medium plays a role similar to that of the remaining termi-
nal boundaries, thus giving rise to second-order effectsresult in multiple spurious reflections of higher orders

which do not all cancel when averaging the two solutions which are not annihilated by the COM operation in the
first place.as in (6). To demonstrate the mechanism by which these

multiple reflections take place, we show in Fig. 1a two
vertical lines. The one to the left represents one physical III. COMPLEMENTARY OPERATORS
location on the structure, and the one to the right repre-

The simplest complementary pair that can be used issents one physical location on the boundary. In Fig. 1a, the
the Dirichlet and Neuman boundary conditions, or thevalues in the parenthesis represent incoming and outgoing
perfect electric conductor and perfect magnetic conductorwaves when the ABC is used. The values in brackets repre-
boundary pair. The use of these boundary conditions as asent the solution when the complementary ABC is used.
mean to truncate open-region problems was first intro-Here, for simplicity, we assume that the structure affects
duced by Smith in 1975 [21]. The Dirichlet and Neumanthe field by the scaling factor a. Therefore, we clearly
boundary conditions constitute a complementary pair inobserve that when the two solutions are averaged, the odd-
the sense of the definition given above; however, thereorder reflections cancel but the even-order reflections do
implementation can be expensive as demonstrated in thenot. In the case of multiple reflections caused by the corners
work of Smith. The secondary reflections that arise fromin the computational domain, a similar behavior takes
either the Neuman or Dirichlet conditions are of the sameplace. Figure 1b shows a corner region. The second reflec-
order as the first-order (primary) reflections (correspond-tion of the incident pulse is of an even-order and thus
ing to R 5 1 in Fig. 1). Therefore, to obtain reasonablyremains unchanged through the averaging of the two solu-
accurate solution, it becomes necessary to push the compu-tions. Therefore, regardless of the cause of the even-order
tational boundaries far away from the scatterer or radiatingand odd-order reflections, the former remain unchanged,
object so that the secondary reflections are forced out ofwhereas the lateral are canceled out.
the solution window. This can be a serious drawback sinceWe make few observations here: first, the cancellation
it counters our primary objective of keeping the boundaries

of the odd-order reflections takes place irrespective of the very close to the structure to minimize computer memory.
wave number kx. Therefore, we expect the averaging to Additional drawback is attributed to reflections from the
be effective even when the fields are traveling and are corners of the computational domain which act in a similar
incident at oblique angles. Second, the averaging of the two manner to the body of the structure by producing multiple
solutions also eliminates the odd-order reflections arising reflections that cannot be filtered out from the correct
even from the structure itself. This effect is expected to (reflections-free) signal. This is the case because the sec-
be more pronounced in the annihilation of propagating ond-order reflections taking place at the corners are inter-
waves than in the evanescent ones. In problems where a mixed with the first-order reflections (because of the very
significant energy is contained in the evanescent spectrum, small proximity of the corner region) which are being tar-
the artificial boundary acts as a source which excites a geted for annihilation.
secondary set of evanescent waves that decay in the direc- The work by Smith can be considered a logical precedent
tion of the scatterer. Therefore, the first reflection of eva- to our presentation here; it cannot be useful in general.
nescent waves is expected to be the dominant source of For a complementary pair to be effective and efficient in
error in the evanescent spectrum, and hence, its annihila- the general treatment of open-region radiation problems,
tion can result in significant reduction of spurious errors it is necessary to rely upon ABCs which give a reflection
arising from this part of the spectrum. It is to be emphasized coefficient having a magnitude less than one, thus, in es-
here that this partial annihilation of the reflections due to sence, simulating the mechanism of damped resonance.
evanescent energy takes place even if the original ABC Therefore, the potential of realizing high suppression of
(or the complementary ABC) gives total reflection of the reflections hinges upon a reasonable performance by the

ABC in the first place.evanescent waves.
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The derivation of ABCs typically begins with some phys-
R [B c

N ] 5 (11) p
N21

i51

2jkx 1 jjik 1 ai

jkx 1 jji k 1 ai
. (9)ical principles such as the behavior of the field in the asymp-

totic region [1], or the assumption that the field in the
proximity of the boundary behaves in a predictable fashion, The corresponding ABC, denoted by B c

N is readily found
such as in the pseudo-differential equation theory of to be
Engquist and Majda [2]. While the theoretical background
may differ, the outcome, in most cases is an analytical
expression taking the form of a differential equation (en- Bc

N 5 x p
N21

i51

(x 1 c21ji t 1 ai)U 5 0. (10)
forced at the artificial boundary). The effectiveness of the
ABC is then demonstrated through a quantitative analysis

The new boundary condition in (10) is precisely theof the reflection coefficient. In this work, the course of
complementary version of the ABC in (7) of order N 2development will be the reverse, namely that of synthesiz-
1. By observation we can express the new ABC as an xing new ABCs which give rise to a prespecified reflec-
operation on the original ABC of order N 2 1, viz.,tion coefficient.

With our interest in synthesis instead of analysis, we
Bc

N 5 x BN21. (11)proceed by considering the flexible class of ABCs proposed
by Higdon [5, 6]. The generalized form of the N th-order

It is of interest to note here that Higdon has come acrossHigdon’s ABC is
the boundary operator B 5 x (t 2 c1x ) (see [23, p. 85])
but concluded that it is not optimal in the sense that its

BNU 5 p
N

i51

(x 1 c21ji t 1 ai)U 5 0, (7) reflection properties are equivalent to B 5 (t 2 c1 x).
While the nonoptimality of the complementary operator
is clearly evident since the magnitude of the reflection

where c is the speed of light, and ji and ai , i 5 1, 2, 3, ..., coefficient of both operators is equivalent, the new opera-
N, are constant parameters that can be adjusted to add tor, nevertheless, provides us with the 1808 phase shift that
some degree of flexibility, especially when encountering we are seeking.
situations where the field behavior at certain boundaries We note here that Higdon’s ABC theory has been instru-
can be qualitatively predicted. The corresponding reflec- mental in facilitating the synthesis of a complementary
tion coefficient R[?] for time-harmonic fields is found by pair; however, the treatment can be extended to a wider
substituting (3) into (7) class of ABCs. This special class includes ABCs which can

be expressed by a single analytical differential equation. To
demonstrate this, we designate a generic ABC operating atR [BN ] 5 (21) p

N

i51

2jkx 1 jjik 1 ai

jkx 1 jji k 1 ai
. (8)

the boundary x 5 a as b. If x operates on b, we obtain
the new boundary condition bc:

Higdon’s ABC has many attractive features. It has
bc 5 x b. (12)proven to be very versatile and easy to implement. It does

not call for any special treatment at the corners, and its
It is a simple exercise to prove that the correspondingindependence of tangential derivatives makes it especially
reflections coefficient for the time-harmonic field isuseful in treating a wider class of structures [22–25]. Fur-
given bythermore, Higdon’s ABC has been established to be well-

posed and stable [6]. However, for Higdon’s ABCs of order
R[bc] 5 (21)R[b] (13)3 or higher, the solution can become marginally stable for

very low frequency due to computer roundoff [6]. Since
many ABCs of the analytical type share similar form (and which demonstrates that bc is the complementary version

of b.some are simply equivalent in terms of their reflection
properties), computer roundoff problems can be expected Clearly this generalization is a straightforward proce-

dure; however, caution must be exercised when con-whenever higher order ABCs are used [26, 27]. The con-
stants ai can help stabilize the solution, however, at a cost structing complementary operators based on other ABCs.

It has been shown that Higdon ABCs are well-posed [6],in performance at very low frequencies.
Aside from the added flexibility that the ji and ai intro- and, therefore, since the complementary operator given in

(10) constitute a subset of Higdon ABCs, the well-posed-duce, these constants can also be manipulated, while leav-
ing purely physical considerations aside, to lead to comple- ness of the complementary ABC is thusly established. For

other analytical ABCs, (12) must be carefully tested tomentary pairs. By observation, if we set jN 5 aN 5 0 in
(8), we arrive at the reflection coefficient ensure well-posedness.
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FIG. 3. Normalized error in the total electric field. Smaller domain
is of size 15Dx 3 30Dy and larger domain is of size 25Dx 3 50Dy.

FIG. 2. Geometry for a z-polarized infinitesimal current source radiat-
ing in 2D free space (TM polarization).

cretizing the wave equation, the wave number kx is no
longer governed by the dispersion relationship in free
space, but rather by a more complex equation (see [28,IV. APPLICATION IN THE FINITE DIFFERENCE TIME
pp. 97–98]). There is no substantial data to indicateDOMAIN METHOD
whether the numerical errors introduced by the ABC are
significant or not. It is highly likely, however, that, irrespec-The implementation of the ABC calls for transformation

from the analytical to the discretized domain. This discreti- tive of the differencing scheme adapted, the numerical
errors of the FDTD simulation, including the ABC imple-zation comes with its own numerical errors which should

be distinguished from the theoretical reflection errors that mentation, will put a limit on the overall potentially achiev-
able accuracy. This could be a partial explanation as to whywe typically obtain through (8). These numerical ABC

errors can be attributed to several factors that are directly when implementing higher order ABCs; their numerical
reflection properties do not necessarily correlate withlinked to discretization. For instance, consider the reflec-

tion coefficient analysis given above (see (8)). When dis- theory [3, 28].

FIG. 4. Geometry for the parallel plate waveguide showing the boundaries specifying the size of the computational domain.
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When the theoretical reflection due to the ABC is larger where nx corresponds to the location of the terminal
boundary.than the discretization errors, it would be fruitless to inves-

tigate such discretization errors in great detail. However, Following the same procedure, we can derive the reflec-
tion coefficient that corresponds to the discretized opera-the recent development of highly accurate truncation tech-

niques such as Berenger’s PML has highlighted the possi- tor in (10). When jN 5 aN 5 0, the discretized boundary
operator coefficients for i 5 N reduce to ai 5 21, bi 5 1,bility that the discretization errors can put a limit on the

accuracy predicted by the theoretical reflection error [29]. ci 5 21. We have
In the implementation of complementary operators, the

significance of discretization errors become very apparent
R [Bc

N,D] 5
1 2 e jkxDx 1 e 2jgDt 2 e jkxDx2jgDt

1 2 e 2jkxDx 1 e 2jgDt 2 e 2jkxDx2jgDt

R [BN21,D]. (17)and very serious to ignore. As we explain below, the dis-
cretization of the ABC can lead to a disturbance of the
complementariness in the discretized domain unless a cor-

This expression can be simplified torection is made. To see this, we express the solution to the
finite-difference scheme as

R [Bc
N,D] 5 (21)e jkxDx R [BN21,D]. (18)

UD(nx, ny, nz, nt) 5 e2jkxnxDx2jkynyDy2jkznzDz1jgntDt

(14) Phase terms appearing in the expression for reflection1 Re jkxnxDx2jkynyDy2jkznzDz1jgntDt.
coefficients have traditionally been ignored since they do
not contribute to the magnitude of the reflection coeffi-The field, UD, is defined at discrete points in space, x 5
cient. For the COM operators, as can be seen from thenxDx , y 5 nyDy , and z 5 nzDz, and the discrete points in
above analysis, this is not the case. The phase term e jkxDxtime, t 5 ntDt; Dx , Dy , and Dz are the mesh spacing in x, y,
can have a pronounced effect on the complementarinessand z, and Dt is the time step. Using a differencing scheme
of the operators.that was found to be accurate and stable [2, 22], the bound-

This phase term depends on the propagation numberary condition (7) takes the form
and the node spacing in the direction normal to the bound-
ary. We notice that for e jkxDx to equal 1, thus ensuring full

BN,DU 5 p
N

i51

[I 1 ai S21 1 bi T 21

(15) complementariness, one or more of the following condi-
tions should hold: the Dx spacing shrinks to zero, the fre-

1 ci S 21T 21]UD(nx , ny , nz , nt ) 5 0, quency goes to zero, or the traveling wave impinges on
the boundary at very oblique angles. Unfortunately, all

where these scenarios are very impractical. To alleviate this nu-
merical nuisance, we again exploit the flexibility inherent
in Higdon’s ABC that permitted the construction of theai 5

21 1 jiDx/cDt 1 aiDx/2
1 1 jiDx/cDt 1 aiDx/2 complementary ABC in the first place. To this end, we set

aN 5 0 and jN 5 A in (7), where A is a constant, whose
bi 5

1 2 jiDx/cDt 1 aiDx/2
1 1 jiDx/cDt 1 aiDx/2 purpose will be clear shortly, to arrive at a new ABC,

ci5
21 2 jiDx/cDt 1 aiDx/2
1 1 jiDx/cDt 1 aiDx/2

, Bc*
N 5 (x 1 c21 At) p

N21

i51

(x 1 c21 jit 1 ai )U 5 0 (19)

and I, S, and T, are the identity, space shift, and time shift
with the corresponding reflection coefficient:operators, respectively, defined by

IUD(nx , ny , nz , nt ) 5 UD (nx , ny , nz , nt )
R [Bc*

N ] 5
2jkx 1 jAk
jkx 1 jAk p

N21

i51

2jkx 1 jji k 1 ai

jkx 1 jji k 1 ai
. (20)

SUD(nx , ny , nz , nt ) 5 UD (nx 1 1, ny , nz , nt )

TUD(nx , ny , nz , nt ) 5 UD (nx , ny , nz , nt 1 1).
If we take the limit as A R y we have

Substituting (14) in (15) we obtain the time-harmonic
reflection coefficient of the discretized operator,

limARy(R[Bc*
N ]) 5 p

N21

i51

2jkx 1 jji k 1 ai

jkx 1 jji k 1 ai
. (21)

R [BN,D] 5 p
N

i51

1 1 ai e jkxDx 1 bi e 2jgDt 1 ci e jkxDx2jgDt

1 1 aie 2jkxDx 1 bie 2jgDt 1 cie jkxDx2jgDt

e22jkxnxDx,
In the limit as A R y, Bc*

N becomes equivalent to the
original ABC in (7). However, the functionality of Bc*

N(16)
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becomes evident when we express the reflection coefficient
in the discretized domain,

limARy(R[Bc*
N,D]) 5

1 1 e jkxDx 2 e 2jgDt 2 e jkxDx2jgDt

1 1 e 2jkxDx 2 e 2jgDt 2 e 2jkxDx2jgDt
R [BN21,D],

(22)

simplifying to

R [Bc*
N,D] 5 e jkxDx R [BN21,D]. (23)

The extra phase term in (23) is equivalent to that in (18)
and thus full complementariness is now achieved in the
discretized domain. The constant A does not pose any
numerical hazard, as can be seen when inserted in the
expression for the boundary operator BD , yielding aN 5 1,
bN 5 21, and cN 5 21. Numerical experiments have shown
that the results are insensitive to A as long as A . 1000.

Finally, we note1 that an equivalent operator to limARy

(Bc*
N ) can also be obtained by the operator tBN21 . It is a

simple exercise to show that both of these operators give
reflection coefficients that are identical in both the analytic
and discretized domains.

In summary, the two operators that are complementary
in both the analytical and the discretized domains are

x p
N21

i51

(x 1 c21ji t 1 ai )U 5 0 (24)

and

t p
N21

i51

(x 1 c21ji t 1 ai )U 5 0. (25)

The discussion presented here, namely the balancing of
FIG. 5. Electric field along the axis of the parallel plate waveguidethe effect of the complementary operators in the discret-

for l 5 25Dx: (a) ai 5 0; (b) ai 5 0.05.
ized domain, can be extended in a straightforward manner
to develop complementary operators for linear non-Hig-
don type ABCs. space, finite geometries such as a cynlinders, spheres, or

boxes, there is no fine transition between the evanescent
and traveling modes. In fact there are no purely traveling

V. NUMERICAL EXPERIMENTS or purely evanescent waves either [3]. This makes a quanti-
tative evaluation of ABCs very difficult indeed. Another

Previous research [3] has shown that a quantitative eval-
important consideration is that the reflection properties

uation of ABCs or mesh truncation techniques in general
that are typically discussed in conjunction with ABCs (such

can be difficult. In [3] harmonic analysis in cylindrical coor-
as in this work) are based on the highly convenient steady-

dinates was used to show that the ABC’s performance
state time-harmonic analysis which does not take into ac-

strongly depends on the harmonic content of the radiating
count transients, or more precisely, pure time-domain ef-

(scattered) field which depends on the shape of the scatter-
fects. This very important point was recently highlighted

ing body and its size. Furthermore, in 2D as well as 3D
by Kamel [30] who showed, through the simple example
of radiation from a dipole radiator, that the time-domain
reflection coefficient should not necessarily mirror that1 See Acknowledgment at end of paper.
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Therefore, testing an ABC for its absorption of evanescent
waves require careful selection of observation points.

Despite the difficulty in developing quantitative method-
ology for the analysis of ABCs, qualitative studies can be
highly important in revealing the relative strength of one
truncation technique over another. In this work, we con-
sider several examples in 2D and 3D space. Solutions ob-
tained using COM are denoted, as COMN, where N would
indicate the order of the operators used. For all the exam-
ples presented, comparison is made with Higdon’s ABCs
and the reference solution which is obtained by solving
the problem in a computational domain large enough to
force out any artificial reflections from the boundaries
while enforcing a fourth-order Higdon ABC.

A. Infinitesimal Source Radiating in 2D Space

In the first test, we solve the problem of radiation in
2D space. The source of radiation is an idealized current
source (point source in 2D space) that is invariant in the
z-direction. Figure 2 shows the current source centered in
a 15Dx 3 30Dy computational space, where Dx 5 Dy 5
Ds 5 15 mm. The time step is Dt 5 31.84 ps, chosen
slightly below the Courant limit to ensure the stability
of the FDTD time marching scheme. For this problem,
we use an excitation function that gives a very smooth
time transition:

f(t)

5H15g1 sin(g1t) 2 6g2 sin(g2t) 1 g3 sin(g3t), 0 # t # t0,

0, otherwise,

where t0 5 1029 and gi 5 2fi/to , i 5 1, 2, 3.

FIG. 6. Electric field along the axis of the parallel plate waveguide
for l 5 30Dx: (a) ai 5 0; (b) ai 5 0.05.

obtained from the time-harmonic assumptions. The study
in [30] could explain, in part, why when higher order ABCs
are tested (as in [28, Chap. 7]), the accuracy obtained does
not correlate to the expected performance of either the
analytical or numerical expressions.

Another important consideration when evaluating
ABCs is that the performance of a certain ABC cannot
be expected to be uniform over the entire computational
domain. As was shown in Fig. 1(a), the effect of artificial
reflections that arise from evanescent waves is strong when
the observation point is chosen close to the boundary and

FIG. 7. Geometry for a z-oriented Hertzian dipole in 3D space.these reflections diminishes as the structure is approached.



COMPLEMENTARY BOUNDARY OPERATORS 121

FIG. 8. Normalized error at OP1: (a) in Ex; (b) in Ez; (c) in Hx. FIG. 9. Normalized error at OP2: (a) in Ex; (b) in Ez; (c) in Hx.
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The field is evaluated at the observation point (OP)
located at (3Ds , 25Ds ). The field at this particular location
contains near field low frequency evanescent fields as well
as high frequency traveling waves with oblique incidence.
Figure 3 shows the normalized error, E norm

error (t), which is
defined according to the following formula:

E norm
error (t) 5

Eabc(t) 2 Eref (t)
maxFEref (t)F

, (26)

where Eabc(t) is the solution obtained in the small geometry
using COM or Higdon’s ABC, and Eref (t) is the refer-
ence solution.

Also shown in Fig. 3, the field as the same observation
point, but computed with a computational domain of size
25Dx 3 50Dy . Even though the larger computational do-
main is approximately double the size of the one used
earlier, Higdon fourth-order ABC did not give the accu-
racy obtained by COM4 in the smaller domain. In fact, we
notice that the maximum error calculated using Higdon
fourth-order ABC in the larger domain is approximately
one order of magnitude larger than that obtained using
COM4 in the smaller domain. However, if it is considered
that the accuracy obtained using Higdon fourth-order ABC
in the larger domain is satisfactory, solving the problem
twice, as would be needed in COM4 implementation,
would still be more efficient than running the larger domain
problem with Higdon’s fourth-order ABC. In the case of
the smaller geometry with COM4 implementation, the
memory requirement and the number of operations
needed are c1N and 2c2N, respectively, where N is number
of cells in the smaller computational domain and c1 and
c2 are constants that depend only on the FDTD implemen-
tation. In the case of larger geometry with Higdon fourth-
order ABC implementation, the memory requirement, and
the number of operations needed are approximately 2c1N
and 2c2N, respectively. Since computer memory is a more
scarce and expensive resource than time, the effectiveness
of COM4 can easily be realized.

B. Response of COM to Purely Evanescent Waves

In this test we study the effectiveness of COM in reduc-
ing artificial reflections arising from evanescent fields by
constructing an experiment in which the radiated field can
be carefully controlled to consist of only evanescent en-
ergy. To this end, we consider the problem of a parallel
plate waveguide which extends infinitely along its axis as
shown in Fig. 4. This waveguide is considered to be elemen-
tary in the study of waveguiding structures; however, it
can offer unique insight into the interaction of evanescent
fields with ABCs.

FIG. 10. Normalized error at OP3: (a) in Ex; (b) in Ez; (c) in Hx.For a z-invariant radiating source (TM polarization),
the field can be resolved into numerable modes (discrete
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spectra). The excitation of each mode depends on the
source frequency. For a frequency below the cutoff fre-
quency, fc , the field will be evanescent. To generate a single
evanescent mode, we use a current source which is typically
used for excitation of waveguide modes. This source is a
sheet of current positioned along a plane transverse to the
axis of the guide as shown in Fig. 4. The excitation of
the current sheet and its distribution (vector quantity) is
given by

K(x, y) 5 ẑ cosS2f
W

yDd(x)(1.0 2 e20.019t) sinSct
2f
l
D; (27)

d(.) is the Derac-delta function, c is the speed of light, and
W is the width of the waveguide. Because the source is
turned on at a fixed time during the simulation, the smooth-
ing multiplier, given by (1.0 2 e20.019t) is introduced to
minimize the effects of unwanted transients that can lead
to both traveling and evanescent modes. For this current
source, the analytical solution in the region right of the
source is given by

Ez (x, y) 5 cos Sf
a

yD e2jxÏ(g/c)2
2(f/W)2. (28)

When the excitation frequency is less than fc 5 f/W, the
value under the radical is imaginary, thus giving a single
evanescent mode with a unique decay constant.

Let Dx 5 15 mm, Dy 5 3.75 mm, and W 5 150 mm. The
computational domain is limited to the area shown in Fig.
4. Our objective here is to study the isolated response of
the ABC at the right-hand terminal boundary, and for this
we chose the left-hand terminal boundary to be at a farther
distance from the source such that the reflections caused
by it are negligible. Next, we generate two separate modes
for two different frequencies below fc . Although the analyt-
ical solution for this problem is available, we shall not
make any comparison with this solution since it does not
include the discretization effects and other FDTD artifacts
which need to be preserved to isolate the effect of the
ABC or COM.

The FDTD simulation is run for 50,000 time steps to
guarantee the dissipation of any transients (which might
include traveling waves.) The magnitude of the field of the
resulting time-harmonic response is extracted by sampling
the peak of the wave over the last 1000 time steps of
the simulation.

As explained earlier, COM is expected to annihilate the
first-order reflection of evanescent waves. The constants
ai that were originally introduced by Higdon to help in
stability can also help in the absorption of evanescent
waves since kx is imaginary and the magnitude of the re- FIG. 11. Frequency spectrum of the error signal at OP3: (a) in Ex;
flection coefficient will be less than unity. For each of the (b) in Ez; (c) in Hx.
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two modes studied, we present results for two different in Figs. 8–10 for the normalized error in the electric and
magnetic fields of different polarizations. (For these partic-tests: ai 5 0 and ai 5 0.05.

We consider two time-harmonic excitations below cut- ular observation points, Ex 5 Ey , FHxF 5 FHyF, and Hz 5
0.) Here, we used a very small loss factor ai 5 0.008 suchoff: l 5 25Dx and l 5 30Dx . Figures 5 and 6 show the total

and reflected fields. The reflected field, Eerror is calculated that stability is maintained while not adversely affecting
the low frequency response.by Eerror(t) 5 Eabc(t) 2 Eref(t). From these results, we see

that COM can lead to a significant reduction in the error We make several observations here: The reduction of the
error due to COM4 is more appreciable as the observationfrom evanescent waves even if no loss factor, ai , is intro-

duced. Furthermore, we clearly observe that the reflected point approaches the boundary. This supports the earlier
assertion that COM suppresses evanescent waves effec-waves that arise from the enforcement of ABCs at the

boundary are decaying exponentials. This gives validity to tively. Also, as the distance to the boundary increases,
the reduction in the error as provided by COM remainsthe interpretation of the ABC as a source of evanescent

waves that decay in the direction of the source. Which appreciable compared to Higdon’s fourth-order ABC;
however, it is important to note that the error level dueleads to the conclusion that the effect of the ABC on the

reflected evanescent waves is more pronounced as to Higdon’s fourth-order ABC is already low at these
locations that further improvement seems superfluous.the observation point approaches the computational

boundary. Let us look at OP3 in more detail. The calculated results
for the fields at this observation point show a sizable reduc-

C. Hertzian Dipole Radiating in 3D Space tion of the error over the time range where the pulse has
most of its energy. To obtain a measure of the performanceFor the third example, we turn to the problem of radia-
with respect to frequency, or to determine how the COMtion in 3D space. We first discuss a representative problem
affects the different frequencies that constitute the inputwhere a Hertzian dipole of length Dz is placed in free space.
signal, we use the discrete Fourier transformation (DFT)The geometry is detailed in Fig. 7. The artificial boundary
to obtain the frequency spectrum of the calculated pulse.is placed 10 cells from the source. The dimensions are
Figure 11 shows the frequency spectrum of the error signalDx 5 Dy 5 Dz 5 Ds 5 1 mm. The excitation function of
for the fields at OP3. COM4 is shown to give approximatelythe source is given by
two orders of magnitude improvement over Higdon’s
fourth-order ABC. Note that in Fig. 11, the input pulse

f(t) 5 22(t 2 to)e(2(t2to)/(2Tw))2
, (29) has very little energy beyond 30GHz which makes the

response of ABCs beyond this frequency inconclusive.
where to is a time offset and Tw is the width of the pulse
set to 20Dt . D. Hertzian Dipole Radiating in the Presence of a

The size of the computational domain is 21Ds 3
Perfectly Conducting Plate

21Ds 3 21Ds . Three observation points chosen are: OP1
at (10Ds , 10Ds , 14Ds ); OP2 at (10Ds , 10Ds , 16Ds ); and OP3 In this experiment we study the problem of wave–object

interaction. Here our objective will be to study the perfor-at (10Ds , 10Ds , 18Ds ). The time-domain response is shown

FIG. 12. Geometry for a z-oriented Hertzian dipole adjacent to a perfectly conducting sheet.



COMPLEMENTARY BOUNDARY OPERATORS 125

mance of COM when predicting the field due to an electric
current source radiating in close proximity to a perfectly
conducting plate. The geometry for this problem is shown
in Fig. 12. For this practical example, we bypass the time
domain results and present the calculated fields as a func-
tion of the frequency spectrum using DFT.

We chose a moderate size square plate of 40mm 3
40mm. The cell dimensions are Dx 5 Dy 5 Dz 5 Ds 5
1 mm. The artificial boundary is placed 10 cells from the
nearest source or plate edge giving a computational domain
of 60Dx 3 60Dy 3 22Dz . The source of radiation is a
z-oriented Hertzian dipole of length Dz with a time excita-
tion function given in (29). The current source is positioned
two cells above the plate at (30Dx , 20Dy , 12Dz ). The refer-
ence solution was obtained for a larger geometry where
the terminal boundary was positioned 110 cells from the
nearest source or plate body giving a computational do-
main of 260Dx 3 260Dy 3 222Dz .

Two observation points are chosen: OP1 selected at
(30Dx , 20Dy , 20Dz ) such that it is close to the source thus
being in the near field while at the same time being very
close to the boundary to study the behavior of evanescent
waves. The second, OP2, is chosen at (20Dx , 40Dy , 20Dz )
in order to study the response of COM to obliquely inci-
dent waves.

In this experiment, which has a more practical flavor
than the cases considered before, we express the results
in terms of the source-normalized fields which is defined as

Ẽnorm( f) 5
FẼ( f)F
FJ̃( f)F

, (30)

where Ẽ and J̃ are the Fourier transforms of the electric
field and the current source, respectively.

Expressing the radiated fields in this fashion gives a
uniform frequency response which takes into account the
variation of the magnitude of the frequency harmonics
comprising the output signal.

In Fig. 13, we show the normalized fields for Ex , Ey ,
and Ez for OP1. These results show that the field obtained
using COM4 can hardly be distinguished from the refer-
ence solution while Higdon’s fourth ABC gives an error
which grows to a maximum of approximately 8 dB towards
the lower frequencies. Figure 14 gives the frequency spec-
trum of the normalized error (normalized error in time
domain was first obtained according to (26) and the Fourier
transformed). COM4 is seen to give a dramatic reduction
in the error which explains the high accuracy observed in
the final field calculation.

Similar calculations are presented for OP2 in Figs. 15
and 16. Here we see that as in OP1, COM4 give a solution
which is within a fraction of a decibel from the reference FIG. 13. The source-normalized field at OP1 for the plate problem:
solution. By looking at the error spectrum, the improve- (a) Ex; (b) Ey; (c) Ez.
ment over Higdon’s fourth ABC is observed to be more
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FIG. 14. Frequency response of the normalized error at OP1 for the
FIG. 15. The source-normalized field at OP2 for the plate problem:plate problem: (a) in Ex; (b) in Ey; (c) in Ez.

(a) Ex; (b) Ey; (c) Ez.
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pronounced over the higher frequencies since the Higdon’s
ABC is more sensitive to oblique incident waves which
can be dominant at this observation point.

VI. CONCLUSION

In this work, we presented the theory of complementary
operators as a method for truncating the computational
domain when solving open region radiation problems. The
development was based on Higdon’s ABC operators since
they are naturally suited for synthesis of the new unconven-
tional operators that comprise the complementary pair.
The extension to non-Higdon type ABCs was then directly
deduced. While the emphasis in this work was on the solu-
tion of Maxwell’s equations, the applicability extends in a
uniform fashion to the solution of acoustic and elastic
waves in open media.

Numerical examples were presented which demon-
strated that the complementary operators yield significant
suppression of the artificial reflections at the computational
boundaries. Because the COM operation is independent
of the wave number, kx , COM is effective in suppressing
reflections from obliquely traveling and evanescent waves.
Furthermore, the frequency domain results show that the
excellent performance of COM extends across a wide band
of frequencies thus facilitating simulation of signals with
a very wide dynamic range.

The application of COM calls for two runs of the FDTD
code. This initially appears as introducing a significant cost
to the simulation. However, it is to be noted that when
using COM, the outer boundary can be brought very close
to the source of radiation, as was shown in the examples
presented, which consequently gives a smaller computa-
tional domain requiring fewer time steps to simulate. The
smaller computational domain is also advantageous be-
cause it keeps numerical dispersion errors to a minimum.
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